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Abstract

In real video surveillance scenarios, visual pedestri-
an attributes, such as gender, backpack, clothes types,
are very important for pedestrian retrieval and person re-
identification. Existing methods for attributes recognition
have two drawbacks: (a) handcrafted features (e.g. color
histograms, local binary patterns) cannot cope well with the
difficulty of real video surveillance scenarios; (b) the rela-
tionship among pedestrian attributes is ignored. To address
the two drawbacks, we propose two deep learning based
models to recognize pedestrian attributes. On the one hand,
each attribute is treated as an independent component and
the deep learning based single attribute recognition mod-
el (DeepSAR) is proposed to recognize each attribute one
by one. On the other hand, to exploit the relationship a-
mong attributes, the deep learning framework which rec-
ognizes multiple attributes jointly (DeepMAR) is proposed.
In the DeepMAR, one attribute can contribute to the rep-
resentation of other attributes. For example, the gender of
woman can contribute to the representation of long hair and
wearing skirt. Experiments on recent popular pedestrian at-
tribute datasets illustrate that our proposed models achieve
the state-of-the-art results.

1. Introduction

Visual attribute recognition is an important research area
in computer vision due to its high-level semantic knowl-
edge, which could bridge low-level features and high level
human cognitions. It has achieved much success in areas
such as image retrieval [16,19], object recognition [4,5,20],
face recognition [11, 17], person re-identification [12–14].
It has also shown great potential in smart video surveil-
lance [8] and video-based business intelligence [15].

Current attribute recognition methods mainly focus on t-
wo application scenarios: natural scenario and surveillance
scenario. Many researchers pay great attention on natu-
ral scenarios attributes recognition and get great success in
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Male Skirt Backpack Long hair Carrying Shorts

Figure 1. Popular databsets for attributes recognition in surveil-
lance scenarios. Positive and negative example images are indicat-
ed by red broken line and blue solid line boxes, respectively. Some
attributes are shared with the same person, such as long hair, skirt,
and shorts.

object recognition, face recognition etc. For example, at-
tributes recognition in natural scenarios is first proposed by
Ferrari et al. [6]. In this work, a probabilistic generate mod-
el is proposed to learn the low-level visual attributes, such
as “striped” and “spotted”. Siddiquie et al. [16] explicitly
model the correlation between different query attributes and
generate the retrieval list. Kumar et al. [11] explore compar-
ative facial attributes and model them through binary clas-
sifiers for face verification. Zhang et al. [20] propose a pose
aligned neural networks to recognize human attributes (e.g.
age, gender, expression) on images under unconstrained s-
cenarios. Totally, these methods [11, 16, 20] focus on high
quality images. However, images are blurry and have low
resolution, large pose difference and illumination variations
in surveillance scenarios. As a result, attributes recognition
in surveillance scenarios is much more challenging.

There are also some pioneering works on attribute
recognition in surveillance scenarios. Layne et al. [12]
first using Support Vector Model(SVM) to recognize at-
tributes (e.g. “gender”, “backpack”) to assist pedestrian re-
identification. To solve the attribute recognition problem
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in mixed scenarios, Zhu et al. [21] introduce a pedestrian
database(APiS) and use boosting algorithm to recognize at-
tributes. Deng et al. [1] construct the biggest pedestrian at-
tribute database(PETA) and utilize SVM and Markov Ran-
dom Field to recognize attributes. However, these method-
s [1, 12, 21] use handcraft features, which cannot represent
the images in surveillance scenarios effectively. In addition,
the relationship among attributes is ignored, which is very
important to attributes recognition tasks. For example, long
hair feature has a higher probability for women than men.
So the hair length could help to recognize the gender.

Being inspired by the Convolutional Neural Network-
s(CNN)’s outstanding performance on different traditional
computer vision tasks [7, 10, 18], we proposes two CNN
based attributes recognition methods (DeepSAR and Deep-
MAR) to recognize attributes in surveillance scenarios. In
the DeepSAR, each attribute is treated as an independent
component and a binary classification network is trained to
recognize each attribute. In the DeepMAR, pedestrian at-
tributes recognition is treated as a multi-label classification
problem. The proposed methods obtain the state-of-the-art
results on existing popular pedestrian attributes datasets.

In this paper, there are two contributions.

• To handle the complicated surveillance scenarios, the
automatically learned features are introduced into
pedestrian attributes recognition instead of handcraft-
ed features. Treating each attribute as an independent
component, the DeepSAR model is proposed to recog-
nize each attribute one by one.

• To exploit the relationship among attributes effectively,
the unified multi-attribute jointly learning framework
DeepMAR is proposed to recognize multi-attribute si-
multaneously. In addition, the weighted sigmoid cross
entropy loss is proposed to handle the unbalance a-
mong attributes and obtain the state-of-the-art results.

2. Methods
In this section, two methods are proposed to solve pedes-

trian attributes recognition problem. At the first part, the
DeepSAR model is proposed to recognize each attribute one
by one. At the second part, the DeepMAR model is pro-
posed to recognize multiple attributes jointly.

2.1. Single Attribute Recognition

Before the details of our algorithm are introduced, some
basic symbols will be described first. Consider there are N
pedestrian images that have been labeled with L attributes.
Each image is represented as xi, i ∈ 1, ..., N . The corre-
sponding attribute label vector of xi is yi. Each elemen-
t of label vector yi is represented as yil, l ∈ 1, ..., L and
yil ∈ {0, 1}. If yil = 1, it means that the training example
xi has the l’th attribute and vice versa.

Treating each attribute as an independent component, the
DeepSAR method is proposed to predict each attribute. The
basic structure of DeepSAR has been shown in Figure 2(a).
The ConvNet in Figure 2(c) is a shared network structure
between DeepSAR and DeepMAR. It includes five convo-
lutional layers and three full connective layers. ReLu neural
units are applied after each layer. The max pooling layer
and local normalization layer are added after the first two
ReLu layers. There is also a max pooling layer after the
fifth ReLu layer. The input of DeepSAR is an image with
its attribute label in the training stage. The output of Deep-
SAR has two nodes, which are the probabilities of the image
belonging to the attribute or not.

For each attribute, an independent DeepSAR model is
finetuned based on CaffeNet [3], which is the same to
AlexNet [10] except switching the order of normalizing
and pooling layer. The softmax loss is adopted to compute
the final classification loss in proposed DeepSAR model.
The loss function used for l’th attribute prediction model is
Lossl in Formula 1. p̂i,yil

is the softmax output probability
of the convolutional neural networks for l’th attribute.

Lossl = − 1
N

∑N
i=1 log(p̂i,yil

)

l ∈ {1, ..., L}, yil ∈ {0, 1}
(1)

p̂i,yil
= exp(xi,yil

)/

1∑
yil=0

exp(xi,yil
) (2)

2.2. Multi-attribute Recognition

Generally, attributes are interconnected. As in the Fig-
ure 1, it is clear that some attributes are shared by the same
person in the dataset. How to utilize these relationships a-
mong attributes is still a challenge. To better utilize the rela-
tionship among attributes, the unified multi-attribute jointly
learning model (DeepMAR) is proposed to learn all the at-
tributes at the same time.

The basic structure of proposed DeepMAR has been
shown in Figure 2(b). Different from DeepSAR, the input
of the DeepMAR is an image with its attribute label vec-
tor and the loss function considers all the attributes jointly.
Different from the loss function in DeepSAR, the sigmoid
cross entropy loss, which is defined in Formula 3, is intro-
duced in multi-attribute recognition.

Loss = − 1
N

∑N
i=1

∑L
l=1(yillog(p̂il)

+(1− yil)log(1− p̂il))
(3)

p̂il =
1

1 + exp(−xil)
(4)

p̂il is the output probability for the l’th attribute of ex-
ample xi. yil is the ground truth label which represents
whether the example xi has the l′th attribute or not.
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Figure 2. An illustration of the architecture of our network. (a) is the proposed DeepSAR method which consists of a input image, a shared
network (c), 2 output nodes. (b) is the proposed DeepMAR method which consists of an input image, a shared network (c), and 35 output
nodes. (c) is a shared sub network between DeepSAR and DeepMAR. Given an image, the DeepSAR outputs a label which represents
whether it has the attribute or not, and the DeepMAR output a label vector which represents whether it has each attribute or not.

It is very clear that the loss function of Formula 3 con-
siders all the attributes together. However, attributes do
not always have uniform distribution. In fact, attributes al-
ways have extremely unbalanced distribution especially in
surveillance scenarios. For example, the attributes that “has
V-Neck clothes” and “has no hair”, have very little posi-
tive examples than attributes that “has causal upper” and
“is male”. To handle the unbalance data, the improved loss
function defined in Formula 5 is proposed.

Loss = − 1
N

∑N
i=1

∑L
l=1 wl(yillog(p̂il)

+(1− yil)log(1− p̂il))
(5)

wl =

{
exp((1− pl)/σ2) yl = 1

exp(pl/σ
2) yl = 0

(6)

wl which is defined in Formula 6 is the loss weight for
l′th attribute. pl is the positive ratio of l′th attribute in the
training set. σ in Formula 6 is a tuning parameter which
is set as 1 in our experiments. In this paper, the improved
loss function is used in DeepMAR method in the following
experiments.

3. Experiments
In this section, the proposed methods are evaluated on

the current popular PETA [1] dataset first. After that, to
further verify our method, the proposed DeepMAR has been
evaluated on APiS [21] dataset.

3.1. Experiments on PETA

PETA [1] is the current biggest challenging pedestrian
attributes dataset that has been used for benchmark evalu-
ation. It contains 19000 pedestrian images which are cap-
tured by real surveillance cameras. All the images in PE-
TA are collected in current popular person re-identification
databases, such as [9]. They are labeled with 61 bina-
ry attributes and 4 multi-class attributes. Because some
attributes have extremely unbalance example distribution,

previous methods mainly focus on 35 attributes whose pos-
itive proportions are bigger than 1/20. Images in PETA have
large variation in background, illumination, and viewpoint.
Some images in PETA has been shown in Figure 1. The
basic evaluation standard on PETA is to calculate each at-
tribute’s mean recognition accuracy, which is the average of
positive examples’ recognition accuracy and negative exam-
ples’ recognition accuracy. The widely adopted experimen-
tal protocol is to randomly divide the dataset into three part-
s, 9500 for training, 1900 for verifying and 7600 for testing.
This paper also follows the same parameter settings.

For each single attribute, a DeepSAR model is finetuned
based the CaffeNet. Due to lack of positive training data,
only the last full connective layer has been finetuned. To
handle the unbalance distribution, the images are randomly
copied to make the positive and negative examples to be e-
quel in the training set. In addition, the images are resized
to 256 × 256 first. After that, they are randomly mirrored
and cropped to 227 × 227 to add the training data. For d-
ifferent attributes, different learning rate, weight decay and
iterations are adapted to train a better model.

To utilize the relationship among different attributes, the
DeepMAR model is trained based on CaffeNet. To make
a fair comparison with DeepSAR, the same data partition
is adopted in DeepMAR. Generally, the bottom layers of
convolutional neural networks could learn some local col-
or and texture information for common object recognition.
The top layers could learn some high level semantic infor-
mation. In this experiment, all the layers are finetuned based
on CaffeNet for better learning the low level and high level
features to adapted to surveillance scenarios from natural s-
cenarios. The initial learning rate used is 0.001 and weight
decay is 0.005 in this experiment. To handle the unbalance
data distribution, the loss that defined in Formula 5 is intro-
duced to train the DeepMAR.

The experiment results on PETA have been shown in Ta-
ble 1. The MRFr2 [2] is current state-of-the-art method
which uses Markov Random Field algorithm to recognize
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Figure 3. Horizontal axis is attribute index. The attributes are sort-
ed by ascending from left to right according to ratio in Table 1.
For example, the 1’th index represent the attribute “V-Neck” and
the 35’th index represent the attribute “Casual Lower”.

attributes. MRFr2 use handcrafted features instead of au-
tomatically learned features. The relationship among dif-
ferent attributes is also not explicitly modeled in MRFr2.
The results show that both the DeepSAR and the Deep-
MAR methods have achieved higher mean accuracy per-
cent(mAP) than current state-of-the-art method MRFr2 on
PETA. The proposed DeepSAR and DeepMAR always get
higher recognition results on those attributes whose posi-
tive examples ratios are small, such as “V-Neck”, “Sun-
glasses”, and “Stripes” etc. However these attributes are
more important in real surveillance scenarios applications
when to search a person based on some attributes descrip-
tions. They have low occurrence ratios and sometimes are
saliency attributes compared with other attributes, such as
“Casual lower” and “Casual upper.”

To have a better view about the results, a graph according
to the ratio in Tabel 1 has been drawn in the Figure 3. The
proposed DeepSAR method has a larger improvement in
low ratio attributes than current state of art. It also has com-
parable results in high ratio attributes. This could own to
the contribution of automatically learned features by CNN.
Compared with DeepSAR, the proposed DeepMAR method
considers the relationship among different attributes and ob-
tains the best mean recognition accuracy. As in the Tabel 3,
the gender, hair length and message box are inter connected
and these three attributes have high improvement in recog-
nition accuracy. With the help of relationship among at-
tributes, the proposed DeepMAR utilizes the attributes who
have low ratio of positive examples to assist to recognize the
attributes that own high ratios of positive examples. This
improves the performance on attributes recognition of high
positive examples ratios at a large margin. Due to the lack of
effective positive examples, DeepMAR achieves low recog-
nition accuracy in attributes whose positive example rates
are too low. Given more data, the DeepMAR may exceed
the DeepSAR to some extend.

Table 1. Attributes recognition accuracy on PETA.
Attribute Ratio MRFr2 DeepSAR DeepMAR
Age16-30 0.497 86.8 82.9 85.8
Age31-45 0.329 83.1 79.4 81.8
Age46-60 0.102 80.1 83.3 86.3

AgeAbove61 0.062 93.8 92 94.8
Backpack 0.197 70.5 78.8 82.6

CarryingOther 0.199 73 73 77.3
Casual lower 0.861 78.2 81.6 84.9
Casual upper 0.853 78.1 81.1 84.4
Formal lower 0.138 79 81.9 85.2
Formal upper 0.134 78.7 81.6 85.1

Hat 0.102 90.4 89.2 91.8
Jacket 0.069 72.2 77.5 79.2
Jeans 0.306 81 80.2 85.7

Leather shoes 0.296 87.2 84.2 87.3
Logo 0.04 52.7 76.1 68.4

Long hair 0.238 80.1 83.2 88.9
Male 0.549 86.5 85.1 89.9

MessengerBag 0.296 78.3 77.4 82
Muffler 0.084 93.7 94.4 96.1

No accessory 0.749 82.7 81.5 85.8
No carrying 0.276 76.5 78.8 83.1

Plaid 0.027 65.2 84.9 81.1
Plastic bag 0.077 81.3 82.9 87

Sandals 0.02 52.2 81.3 67.3
Shoes 0.363 78.4 75.8 80
Shorts 0.035 65.2 81.9 80.4

ShortSleeve 0.142 75.8 84.6 87.5
Skirt 0.046 69.6 83.2 82.2

Sneaker 0.216 75 77.3 78.7
Stripes 0.017 51.9 72.8 66.5

Sunglasses 0.029 53.5 79.1 69.9
Trousers 0.515 82.2 78.4 84.3

Tshirt 0.084 71.4 80 83
UpperOther 0.456 87.3 83.4 86.1

V-Neck 0.012 53.3 75.4 69.8
Average * 75.6 81.3 82.6

3.2. Experiments on APiS

The APiS dataset [21] is a popular attributes recognition
dataset which include 3661 images in total. The dataset is
collected from both surveillance scenarios and natural sce-
narios. All the images are resized into 128 × 48 pixels by
bilinear interpolation. The dataset is labeled with 11 binary
attributes, such as “male”, “long hair” and 2 multi value at-
tributes, including upper body color and lower body color.
Some images in this dataset are displayed in second row of
Figure 1. The common evaluation standard is to part the im-
age into five parts, and compute the average receiver oper-
ating characteristic curves(ROC) for different attributes and
the nAUC scores. This experiment also follows this rules.

Compared with PETA, the images size in this dataset is
too small to train our DeepSAR model. It is easy to be over-
fitting. However the proposed DeepMAR model could han-
dle the small dataset more flexibly. So in this section, only
the DeepMAR model has been verified on this dataset. The
experiment standard is the same as the defination [21]. The
loss fuction, initial learning rate, and weight decay are the
same to the experiment on PETA. After each 20 epoches,
the learning rate will decrease by 1/10. The model will con-
vergence with less 100 epoches.

The experiment results has been shown at Figure 4. The
Fusion method [21] in Figure 4 is current state-of-the-art
method which fuses multiple handcrafted features, such as
color, HOG. In the Figure 4, our proposed DeepMAR has
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Figure 4. Different attributes’ ROC curve on APiS dataset. The read broken line is our method. The blue solid line is current state-of-the-art
method which fuses many handcrafted features.

achieve new state-of-the-art mean nAUC score in all the at-
tributes. The average nAUC score of all the attributes has
been improved more than 3 points than Fusion method. The
attribute “skirt”, “long pants”, “male”, and “Single Shoul-
der bag” have improved a lot using the proposed multi-
attribute jointly learning model DeepMAR. These attributes
are inter-connected, for example women often wear single
shoulder bag and have short pants or skirt. The proposed
DeepMAR has utilized these information to some extent.

4. Conclusion and Future Work

In this paper, two deep learning based methods have been
proposed to recognize pedestrian attributes in surveillance
scenarios. The proposed DeepSAR has achieved state-of-
the-art results in attributes that have low positive examples
ratios in PETA dataset. After that, a unified multi-attribute
jointly learning model DeepMAR has been proposed, which
utilizes the relationship among attributes and has got state-
of-the-art results in PETA and APiS. In addition, the pro-
posed DeepMAR model could also be expanded to many
multi-label learning problems such as face attributes recog-
nition, multi-object recognition. The experimental result-
s have shown that our proposed methods are effective in
pedestrian attributes recognition. In the future, we will ex-
plore new loss functions into multi-attribute jointly learning
model and apply our multi-attribute learning algorithm to
assist attributes based pedestrian re-identification problem.
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